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In this work, we monitor the onset of nonthermal melting in single-crystal silicon by implementing an
x-ray pump–x-ray probe scheme. Using the ultrashort pulses provided by the Linac Coherent Light Source
(SLAC) and a custom-built split-and-delay line for hard x rays, we achieve the temporal resolution needed
to detect the onset of the transition. Our data show no loss of long-range order up to 150� 40 fs from
photoabsorption, which we interpret as the time needed for the electronic system to equilibrate at or above
the critical nonthermal melting temperature. Once such equilibration is reached, the loss of long-range
atomic order proceeds inertially and is completed within 315� 40 fs from photoabsorption.
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The ultrafast loss of atomic periodicity in a crystal
following the absorption of a high-fluence photon pulse
is a remarkable effect. It has been experimentally observed
to date in a number of covalently bonded materials [1–7]
exposed to high-fluence lasers at infrared wavelengths. It is
well understood [8–18] that ultrafast melting is triggered
by the excitation of a large number of electrons into the
conduction band. Electronic thermalization above some
threshold temperature causes a significant number of
bonding states to be depleted and antibonding states to
be populated. Then, ions experience a significant change in
the electrostatic potential leading to inertial displacement
from their equilibrium positions. Recoules [8] and co-
workers found numerically that a threshold electronic
temperature of 1.5 eV=atom is enough to cause an ultrafast
lattice instability in silicon. This instability is named
nonthermal melting due to the lack of thermal equilibration
between the electronic and ionic systems. To date, experi-
ments investigating nonthermal melting in semiconductors
have implemented a laser-pump–laser-probe or a laser-
pump–x-ray probe approach. In all cases, a laser pump with
a pulse length ranging between 50 and 120 fs is tuned to
optical wavelengths and directly excites valence electrons
to the conduction band. The low-energy nature of the
photoelectrons generated this way leads to a fast equili-
bration above the threshold temperature, with a timescale
that is negligible compared to the duration of the melting
transition. As a result, the consistent picture emerging
from the data is that of a solid-to-liquid transition which
completes on a subpicosecond timescale with a nearly
instantaneous onset. It is reasonable to ask how the time-
scale for the onset of nonthermal melting would be affected

by pumping the system with hard x rays. In this case,
photoabsorption would be dominated by core-level elec-
trons, leading to fast photoelectrons. Electron equilibration
above the threshold temperature would proceed via sec-
ondary electron cascading with a timescale of up to 60 fs
[19], delaying the onset of nonthermal melting. The
measurement of such a delay is the subject of this work.
The advent of x-ray free electron lasers has enabled the

production of ultrashort x-ray pulses with fluences in the
kJ=cm2 range. The Linac Coherent Light Source (LCLS)
[20] is capable of producing such pulses up to hard x-ray
energies. At the Lawrence Livermore National Laboratory
(LLNL), in collaboration with the LCLS, we have devel-
oped an x-ray split-and-delay line named MEL-X (mirror-
based delay line for x rays) [21]. The deployment of the
MEL-X at the LCLS has enabled a new category of
experiments related to ultrafast melting in semiconductors,
characterized by an x-ray pump and x-ray probe scheme.
The advantages of such a scheme are (i) the x-ray nature of
the pump beam allows us to investigate the effect of core-
level excitations on the timescale of nonthermal melting,
(ii) the x-ray nature of the probe beam offers a direct
structural probe via Bragg diffraction, (iii) the short pulse
length (pump and probe) of the LCLS provides the
necessary resolution to detect the onset of the transition,
and (iv) the high intensity of the MEL-X pump beam allows
us to reach pump doses relevant to nonthermal melting
physics. Using silicon as our test case, we pump the crystal
with 5.95 keV x-ray pulses at a peak fluence of nearly
9 eV=atom (4 eV=atom average), well above the damage
threshold. At this photon energy, the absorption cross
section of valence electrons is negligible, and the depletion
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of bonding states cannot begin at the photoabsorption
stage, since it is dominated by core electrons. The large
number of down-scattering events necessary to thermalize
the primary electrons sets the timescale of the cascading
effect and, therefore, of the bonding state depletion. We
then directly probe the structural response of the excited
material by monitoring the Si(333) Bragg reflection at
5.95 keV, with pump-probe delays in the 100–400 fs range.
Our data show no measurable change in the crystal order
within 150� 40 fs from photoabsorption. We argue that
such a delayed onset is due to the time it takes the
secondary electron cascade to complete, in agreement with
the calculations of Medvedev and co-workers [17]. Once
the electronic system is thermalized, ions are displaced
inertially from their equilibrium positions in agreement
with previous results [3], and a complete loss of reflectivity
is measured within 315� 40 fs.
The data presented in this work were collected at the

coherent x-ray imaging (CXI) instrument at the LCLS [22].
Figure 1 shows a schematic of the experimental setup.
Details on the MEL-X engineering have been provided
elsewhere [21]. Its design includes four x-ray mirrors
working at a grazing angle of 0.5°. Each x-ray mirror is
coated with 300 Å of iridium, yielding 79% reflectivity
at 5.95 keV. The LCLS was operated in self-amplified
spontaneous emission (SASE) mode, with an average pulse
energy of 2.4 mJ and a photon energy of 5.95 keV. The
length of the pump and probe pulses was 25 fs. A
spectrometer deployed in parasitic mode measured the
spectral content of each x-ray pulse. Attenuators upstream
of the sample were used to lower the x-ray pump dose.
These, combined with the beam line and MEL-X trans-
mission and the spectrometer absorption, yielded an overall
pump transmission of the experimental setup equal to 1%.
The Si(333) Bragg reflection was measured on a pixel array
detector [23] in near backscattering geometry. A 200-μm-
thick silicon single-crystal attenuator with variable trans-
mission was placed between the sample and the detector to

limit the number of photons to within the dynamic range of
the latter. The detector output was normalized by the
spectrometer-calibrated output. The sample consisted of
silicon pillars etched in a 1-mm-thick Si(111) wafer.
Details on the sample engineering have been given else-
where [24]. The pump-probe delay (Δt) was determined by
geometric considerations during off-line alignment of the
MEL-X. In the ideal case of a perfectly aligned MEL-X,
Δt ¼ 2x½1 − cosð2θÞ�, where x is the M1-to-M2 and M3-
to-M4mirror separation along the probe beam axis and θ is
the grazing incidence angle on M1. Errors in the mirror
alignment translated into an overall uncertainty on the
pump-probe delay of �40 fs. This value represents the
largest possible error (max-min), and it is mostly caused by
the insertion depth error of the M2 and M3 mirrors with
respect to the optical axis, resulting in M2 and M3
intercepting the x-ray beam sooner or later than nominal,
affecting the path length difference. The overlap between
the pump and probe beam was checked and optimized
before every data set, using a high-resolution microscope
imaging the fluorescence off a YAG screen at the sample
plane, and implementing a centroid method to achieve the
necessary spatial resolution. We collected data at four
delay times: 150, 220, 315, and 385 fs. For each delay
investigated, data were collected in two modes: with pump
and probe beams separated by 50 μm at the focal plane and
with pump and probe beams overlapped at the focal plane.
In both modes, the integrated signal from the pump
and probe was simultaneously measured on the detector.
For the nonoverlapped mode, given that the beams hit
different spots on the sample, the integrated detector signal
(I0 ¼ Ipp0 þ Ipr0 ) is proportional to the unperturbed silicon
single-crystal reflectivity, independent of the delay time.
On the contrary, for the overlapped mode, the integrated
detector signal (I ¼ Ipp þ Ipr) allows us to extract the
probe reflectivity as a function of the delay, once the
relative intensity of the pump and probe beams is known.
To this end, we have performed a detailed characterization
of both beam intensity profiles at the focal plane.
Beam imprints (not shown here) were obtained by

exposing a 400-Å-thick gold film deposited on glass to
focused x-ray pulses at different values of fluence. The size
of the imprints was measured with a scanning electron
microscope. Following Liu’s method [25], we estimate
σppx ¼ 2.20� 0.06 μm, σppy ¼ 0.76� 0.06 μm for the
pump beam and σprx ¼ 2.20� 0.05 μm, σpry ¼ 0.83�
0.02 μm for the probe beam. We then implement numerical
wave front propagation simulations to estimate the one- and
two-dimensional beam intensity profiles at the focal plane
[26–28], shown in Fig. 2(a). The elongated nature of the
intensity profile along the x axis is due to edge diffraction off
the MEL-X beam splitter. Our simulations yield σppx ¼
2.1� 0.03 μm and σppy ¼ 0.74� 0.03 μm, in excellent
agreement with the imprint analysis. From the numerical
results, we estimate the dose at the sample imparted by the

FIG. 1. A schematic view of the experimental setup. A 25 fs
FWHM pulse from the LCLS is split into a pump and probe
beam by the MEL-X, which is installed ∼4 m downstream of
the focusing optics and ∼4 m upstream of the sample plane.
The Si(333) Bragg reflection is measured in near back-
scattering geometry on a pixel array detector [23]. The
insertion depth error of the M2 and M3 MEL-X mirrors
with respect to the optical axis is schematically shown in the
figure and represents the most significant source of uncer-
tainty for the pump-probe delay.
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pump beam, shown in the color scale of the intensity map.
We assume a 30 μm attenuation length for silicon at
5.95 keV. We conclude that 35% of the pump intensity
lays outside the threshold energy region of 1.5 eV=atom
indicated by the contour line in the 2D plot. The numerically
simulated probe beam intensity profile is shown in
Fig. 2(b), from which we derived σprx ¼ 2.0� 0.04 μm
and σpry ¼ 0.76� 0.04 μm, in reasonable agreement with
the imprint analysis.
The numerically computed intensity profiles at the focal

plane allow us to translate the integrated detector signal into
the probe reflectivity measured as a function of the delay
time. While for no loss of crystal order we obviously expect
ðI=I0Þ ¼ 1, a complete loss of probe reflectivity would
yield ðI=I0Þ ¼ ½ðIpp þ CIprÞ=ðIpp0 þ Ipr0 Þ� ¼ 0.77. Here
Ipp and Ipr are the integrated pump and probe intensities,
respectively, obtained from our numerical simulations, and
C ¼ 0.35 accounts for the 35% of the probe intensity
reflecting off unperturbed silicon.
Figure 3 shows the (I=I0) signal measured at the four

delay times investigated. The right y axis shows the
corresponding probe reflectivity. Temporal error bars are
shown for the t ¼ 150 fs data point only. In fact, while
the initial position uncertainty on M2 and M3 caused an
absolute�40 fs uncertainty, the relative uncertainty among
different delay times is negligible given that the two mirrors
are moved with micrometer precision. From the data, we
draw the following conclusions. No sign of atomic motion
is detected within 150� 40 fs from photoabsorption. At

220� 40 fs, the probe Bragg signal has dropped to ∼12%.
Finally, after 315� 40 fs, no probe Bragg reflectivity is
observed, indicating a complete loss of long-range atomic
order. In agreement with Lindenberg and co-workers [3],
we assume that the loss of atomic long-range order is
inertial in nature. Prior to photoabsorption, ions are
oscillating about their equilibrium positions with kinetic
energy 1

2
mv2rms ¼ 3

2
kBT, where m is the silicon atomic

mass, vrms is the atomic root-mean-square velocity, kB is the
Boltzmann constant, and T ¼ 300 K. After photoabsorp-
tion, and after the electronic system equilibrates at or above
the threshold temperature of 1.5 eV=atom, the elastic
potential bounding the ions at their equilibrium positions
vanishes. Assuming inertial motion, the time dependence
of the reflectivity loss is given by the Debye-Waller factor
as RðtÞ ¼ exp½−q2v2rmsðt − t0Þ2�. Here q2 ¼ 2π

d , where d is
the lattice constant of the Si(333) crystal orientation. A plot
of the computed probe reflectivity as a function of the time
is shown with a solid line in Fig. 3. The curve has been
fitted to the data with the only degree of freedom being the
temporal onset of the transition (t0), which we find to be
150� 40 fs. Ultimately, we conclude that for silicon
pumped with hard x rays t0 ≥ 110 fs. We argue that this
result must be valid for pump doses relevant to nonthermal
melting physics, i.e., a few times above the damage
threshold dose. Work done on biological samples [29],
clusters [30], and fullerenes [31] shows atomic motion as
soon as 30 fs from photoexcitation in some cases but at
pump doses up to 3 orders of magnitude above the damage
threshold. Given the average pump dose imparted to our
sample (4 eV=atom), we conclude that about 1 out of 1000
atoms participate in photoabsorption. Therefore, approx-
imately 0.1% of the atoms will have a deep core hole left
behind, which is quickly filled during Auger production.
This leads to the formation of a valence hole within 10 fs
from excitations [19]. At this stage, no appreciable change
in the electrostatic potential is present, since only 0.1% of
valence electrons have been perturbed, and most bonding
states are still occupied. The absorbed pulse energy is
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FIG. 2. Simulated intensity profile for the pump (a) and probe
(b) beam at the sample location. The contour line in (a) represents
the 1.5 eV=atom contour. 65% of the pump intensity is contained
within this contour. The intensity of the probe beam has been
scaled by a factor of 0.4 to account for the four-bounce
reflectivity of the MEL-X along the probe beam path.
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FIG. 3. The ratio (I=I0) of the Bragg signal at the detector as a
function of the delay times (red circles). The right y axis shows
the probe reflectivity. The theoretical loss of reflectivity as a
function of the time assuming an inertial model is shown with a
solid red line. Dashed lines represent the temporal uncertainty.
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stored in the high kinetic energy of the photoelectrons
which begin down-scattering with neighboring valence
electrons. This initiates the cascading effect, which excites
more valence electrons into the conduction band. A time-
independent estimate based on a free electron model at the
average absorbed x-ray dose of 4 eV=atom suggests that in
our experiment approximately 15% of the valence electrons
are excited to the conduction band. This is well beyond the
10% value above which nonthermal melting is believed to
take place. Medvedev and co-workers [19] showed that,
in SiO2 excited by a 7 keV pulse, the maximum electron
density in the conduction band is reached approximately
60 fs after photoexcitation, as each primary electron must
undergo over 400 collisions. Interestingly, the same time-
scale (∼50 fs) is found by the same authors for silicon
pumped by 1 keV x-ray pulses [17]. In the latter work, the
authors also compute the timescale for the onset of atomic
motion after photoabsorption. They show that atoms gain
appreciable kinetic energy approximately 100 fs after
photoabsorption, nearly 50 fs after the antibonding states
have experienced their maximum population. We claim that
our data capturing the onset of nonthermal melting in
silicon at 6 keV are consistent with this picture.
Experimentally, we set a lower limit for the onset of atomic
motion measuring 110 fs, which we interpret according to
Medvedev’s results as the time needed to thermalize the
electronic system and modify appreciably the potential
landscape to trigger atomic displacement.
In conclusion, we have studied nonthermal melting in

single-crystal silicon pumped with 5.95 keV x-ray pulses.
Our data suggest that for silicon pumped with hard x rays at
least 110 fs are needed for the electrons to thermalize at or
above the threshold temperature of 1.5 eV=atom. We argue
that this rather long timescale is caused by the several
hundred collisions necessary to thermalize the fast photo-
electrons. Once the transition begins, ions are displaced
inertially from their equilibrium positions, and within
315� 40 fs no long-range order exists, as evidenced by
the lack of probe reflectivity.
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